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What 1s the UGA SSRL?

Student Run

Student Founded

Faculty Supported

NASA and UNP/AFRI funded
2 Cube Satellite Missions

54 Student Researchers
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Full Market Potential
--»-- [l SpaceWorks Forecast

What is a Cube Satellite? |-

* 10cm x 10cm x 11.35cm
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* Low Cost

Courtesy of
spaceworks 2017
small satellite
market forecast

e MOCI and SPOC are both 3U
CubeSats

* 'The fastest growing type of

satellite in the market
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The Mapping and Ocean Color Imager Satellite

« M.O.C.L

* Will be the first satellite dedicated to
performing structure from motion of
targets on a planet’s surface

* End results are point clouds and

surface meshes that can be used to .
DEM, Courtesy of NASA Space Shuttle STRM payload

make Digital Elevation Models
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Structure from Motion

Input is a set of 2D images, output is

a 3D structure

Generates a point cloud from

multiple images from multiple angles

Sort of like saying “cloud
computing’ or “Big Data”, it’s really
just a buzz word with lots of

complicated parts
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Structure from Motion ... 1n space

Table 2. Surface Normal Estimation Results
. . . Num. . i
*  GSD/Imaging resolution issues Gsp | Variance (i) Acquire Photo Set
: m
[

Surface 1

. . . [ 0.011, 0.002, 1.000]
C leﬁculty to find requlred 1mage sets, . [ 0.020, 0.018, 1.000]

[-0.020, 0.024, 1.000]

NO) Simu1ati01 | [ 0.035, 0.072, 0.997]
Surlace 2 Bundler/Sarse Cloud
[ 0.037,-0.009, 0.999]

[-0.033, 0.009, 0.999]

* For space a custom solution is j L0.507, 0,013, 0.862]
. . . . [-0.545, 0.016, 0.838]
needed — Identification and testing of | Surface 3

[ 0.001,-0.005, 1.000]

custom solutions is time consuming . [0.010, 0.018, 1.000]
. [-0.163, 0.001, 0.987] PMVS/Dense Cloud
. [-0.262,-0.010, 0.965]

o 5 g g
ngOI'OU.S tesung feglmeﬂt Relationship between GSD and point cloud generation, A typical terrestrial SfM workflow
as well as surface normal detection (FOV not
accounted for). Courtesy of Stoddard et all 2014.
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Initial Testing

SfM to Mesh Generation with ISS

image data

e  SfM to Mesh Generation with New

Horizons image data

* Feasible for Initial DEMs of rare

planetary targets

* Feasible for Cloud Elevation
Modeling

il

SSRL
generated
test data
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Simulating Realistic Data Acquisition

Custom program with Blender

as rendering engine

Build a .json config file with

test parameters

Script can be automated to test

multiple StM solutions

Procedural terrain generation

for varying large test sets

"LandscapeMesh"”:"landscapes/main.ply”,
"LandscapeTexture”: "textures/dirt-1.jpg", Example
"EarthTexture":"textures/dirt-2.jpg",
"PhotographRange™:"45d",
"PhotographCount™:"1079"

configuration
courtesy of
Jacob Conley
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Simulating StM

From Data Set, Initial Tests with
Standard StM workflows

Some manual error/noise reduction

1s required for good mesh data

30 degrees off nadir resulted in full
data sets, more than 30 degrees

resulting in a computation failure
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SSRL
generated
test data
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Table 2: Data sizes for the successful tests in Table 1

Image Image Sparse Sparse Dense Dense Mesh Mesh  Texture  Total
Count  Size Cloud  Size Cloud Size Size Size Size

Phobos 197MB 515 67KB 1,051 885MB  Fail N/A N/A 10.9MB

Initial Simulation Results 'T)'e”:t"] 163MB 11953  3IMB 35153 47.6MB 41273 16MB  287KB  5393MB

Test

1'?;‘5’:"2 16MB 11877 3IMB 39,804 16IMB 42866 37MB 5MB  295MB
ISS 50IMB 11729 69MB 301249 279MB 14638 12.6MB 245MB  3371MB
Test 1l 414MB 30  14KB 4 277KB Fail  N/A | N/A  42MB
° Improvement from 18m GSD would Test 12 176MB 20  32KB  Fail N/A  N/A  N/A  N/A  18MB
Test13 IOMB 514 542KB 79,674 39MB 66400 57MB 52MB  60.5MB
be needed for finer resolution Test 14 3MB 547  158KB 50438 24IMB 2,379 | 18MB  N/A | 29IMB
’ Test15 NIMB 39 150KB  Fail  N/A  N/A  N/A  N/A  T.3MB
Test 16 594MB 35 102KB  Fail | N/A  N/A | N/A  N/A  6IMB
Test17 533MB 241  216KB 1203 15MB  Fal  N/A  N/A  17IMB
o " " 10IMB 672  363KB 87156 588MB 42389 37MB 789KB 73.8MB
With a smgle onboard GPU, 79MB 670  334KB 13508 579MB 49484 18MB  N/A  67.9MB
compute time was estimated to be 539MB 1,208 450KB 107,852 47.8MB 45312 39MB  667KB  583MB
306MB 329 108KB 20204 153MB 16717 612KB  7KB  19IMB
3.3 hours worst case and 0.9 houts Test 22 238MB 34  GOKB 4956 386MB  Fall  N/A | N/A | 63MB
best case (4612/325) * (60) * (14) = ~11,920.25 seconds, or 198 minutes or 3.3 hours
* SIFT, Tie pOiIlt generation, and (4612/325) * (60) * (4) = ~3,405.78 seconds or 57 minutes or O.9 hours

teature detection in general are target
SSRL generated test data

areas for 1rnprovement/ optimization *Uses eSOM TK1 and not Jetson TX1 or TX2, TX models
operate around 14 minutes
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Optimization and Customization of St{M

* Custom tie point detection, Custom Feature detection

* Features from accelerated segment test (FAST) can help

enhance SIFT for our case

* FAST feature detection is used to find key-points over the set
of images. Images are cut into "slices" of 1 pixel in height.
They are then reassembled such that the y axis represents
time elapsed as the camera moves, i.e. the first row of pixel in

the reassembled images is the first row of pixels of the first

image, the second row is the first row of pixels of the second Custom FAST implementation with simulated data,
courtesy of Josh O’sheilds and Hollis Neel, SSRL.

image and so on.

m UNIVERSITY OF GEORGIA

Small Satellite Research Laboratory




Hardware Optimization

FPGA implementation of SIFT
could cut worst cast compute time

by 2x or more

Optical data moved to 10bit for

faster bus transmission times

NVIDIA GPU+CPU board as

primary payload computer. Can

integrate with an FPGA

il

NVIDIA Jetson TX2
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GPU Simulations for CUDA optimization

* GPGPU-Sim, an open source 67200 PTXPIUS Fermi PTXPlus
NVID IA GPU SimU.l’dtOI' GPGPU-Sim v3.1.0 - Correlation: 98.37% GPGPU-SIm v3.1.0 -- Correlation 97 35%

* CUDA library custom

evaluation program is also an

GPGPU-Sim IPC
GPGPU-Sim IPC

option

150 200 250 300 50 100 150 200 250 300 350 400 450 500
Hardware IPC Hardware IPC

Figure 1: Correlation Versus GT200 Architecture Figure 2: Correlation Versus Fermi Architecture

GPGPU architecture correlations
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Future Plans

* Completion of custom SIFT

implementation. Moving this
to an FPGA
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* TFinalization and Automation
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of testing programs

e GPU finalization based on
LOGIC BLOCKS

best time simulations
Example FPGA
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Questions?




